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An analytical potential function of the glycirevater system, which can describe not only a reactive potential
energy surface but also the interaction energy with water, has been proposed, by the empirical valence |
method with the exchange matrix element improved by Chang and Miller to reprodadei@itio molecular
orbital (MO) surface with high accuracy. The fitted potential function can reproduce satisfactorily the Born
Oppenheimer adiabatic surface obtainedbynitio MO calculations. Further, by molecular dynamics (MD)
simulation and the free energy perturbation theory, we have presented the average of the interaction en
of glycine with water and the free energy profile of its intramolecular proton transfer reaction along tf
intrinsic reaction coordinate. It has been found that the zwitterionic form of glycine is much more stab
than the neutral form, which is consistent with the result of Clementi et al. We obtained the free ener
change of the reaction and that of activation to be 8.46 and 16.85, kcal/mol, respectively, which are in gc
agreement with the experimental values. We conclude that our potential function can work very well for t
MD simulations of the chemical reaction.

I. Introduction aqueous solution. In other words, it is difficult to imagine the

Glycine is the smallest amino acid, and there is considerabletr"’ms't'o.n state (TS) strqcture of the reaction from the ZW tp
the NF in aqueous solution, although at least we could predict

interest in the structure, reactivity, and other properties because A, X
of its pivotal biological significancé? The structures of the that it is different very much from both structures of the ZW in

molecule are completely different in the gas phase and aqueous‘ﬁj‘quﬁOus solution and tg.e NF mkt.he gas pfha;]se.. lecul
solution. According toab initio electronic structure investi- There are many studies on kinetics of the intramolecular

gations3~5 in the gas phase, glycine is a nonionic molecule, proton transfer react_ion ofeg_cine in aqueous solutibr® By
and a glycine zwitterion (ZW) does not exist stably. Recently, Yarious NMR relaxation techniquési?the rate constant of 175

Jensen and Gordérhave investigated how many water mol- s 1 was obtained. By the chemical relaxation method, Slifkin
ecules are needed in order to stabilize the ZW in the gas phaseand Ali'? obtained th? free energy (.)f activation of 14.36 kcall
by ab initio MO methods and found that two water molecules mol. Furthermore, with the determination of the rate constant
stabilize the ZW and then it becomes a minimum on the &t Several temperatures, they derived enthalpy afid\S

potential energy, adiabatic ground state, and 298 K free energycontributions to th.e fre3e energy of activation-69.22 and 14.57
surface. kcal/mol, respectively® On the other hand, the rate constant

On the other hand, by using the titration method, Watla of the reverse reaction from the NF to the ZW is 440" s71

1-13 i
al.” concluded that the ZW is much more stable than the neutral 219 mugh faster th::\jn ;he fc;]rnfe‘r.l For tTe relverie rg;actrl]on,
form (NF) of glycine in water solution by the free energy change 't May be expected that the solvent molecules hardly have a
7.27 kcallmol. Further, by determining the ratios of the ZW to chance to equilibrate with the reactant. In other words, the

the NF in the mixtures of water with the organic solvents, they e_qunllbrlum_assumptmr:\ may_l?er%nllglldk; on (\;IVhIICh thehconven-
concluded that the free energy change of the intramoleculart'r?na transition statg;l tﬂ eory (fS ) hISTgi'e - Insuc cazes,
protonation process in glycine is controlled mainly by electro- th€ rate constant will deviate from the rate constant due to

o R 25
static interaction, especially by the entropy change associatedie¢ nonequilibrium distribution of staté. 2> If we knew the
with the preferential solvation around the charged amino and TS structure in aqueous solution, it F’?'g.ht e”?‘b"? us.to gstlmate
carboxyl groups. According to Monte Carlo (MC) simula- how far from equilibrium the nonequilibrium distribution is and
tions8-10in aqueous solution, the ZW is much more stable than NOW much the rate constant deviates from the TST one by the
the NF by the interaction energy change 86.4 kcal/mol. molecular dynamics (MD) simulation. In addition, it should
Therefore, the potential energy surface of glycine will vary be noticed that, although the most stable conformations of the

drastically as its environment changes from the gas phase oW have' been obtained in the studies on the conformatlon
analyses in the gas phd%and aqueous solutidii respectively,
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the potential energy function should describe well the interaction for the molecule results from mixing of the above two resonance
energy among the solute and solvents in the course of theforms, i.e., the ZW and NF. Therefore, the two-state VB
reaction, because the charge distribution of glycine drastically electronic wave function can be written as follows

changes and the reaction environment is altered by the elec-

trostatic interaction of glycine with surroundings as the reaction [Y U= ¢y ¢, ¢, | ] (2.2)

proceeds. There have been so many studies on reactive potential ) ) . )
energy function€®3 for example, the LEPS potential func- where|¢1[is a VB wave function that describes the electronic

tion?8 has been often employed, since it is based on a quantumStructure of the ZW in eq 2.1 arjdh.Lis the corresponding wave

mechanical description of the electronic wavefunction. How- function that describes the electronic structure of the NF. The
ever, it can only deal with triatomic or tri-pseudo-atomic surface. 10West electronic eigenvalue, i.e., the ground-state potential
Therefore, we cannot adapt it to glycine, because it contains N€rgy surface, is obtained by diagonalizing the Hamiltonian
too many atoms (10 atoms). Nagackzal?® have succeeded ~ Hel @nd is then given by
in constructing the reactive potential function that describes the >
proton transfer reaction of formamidingvater system in V. = l(v +V,,) - \/ (Vn - sz) +\2 (2.3)
aqueous solution, although the system degrees of freedom are Ry 72 2 12 '

as many as those of glycine. However, since the interaction

potential energy function between the solute and solvents doesWhere

not change during the course of the reaction, it also cannot be Vy, = [, |H |¢,0 (2.4)

applied to glycine whose charge distribution should drastically 1 tem

vary in the course of the reaction. V,, = [,|H,|¢,0 (2.5)
There is an approach that can describe both many degrees of 2 2n el

freedom and the changing of the interaction energy between a Vi, = [y [Hyl,00 (2.6)

solute and solvents as a reaction proceeds. Waesla¢t have

designed and developed the approach in order to model reactivesnd R denotes “reactant”. The diagonal matrix elements of the
potential functions. It is called the empirical valence bond Hamiltonian, i.e.Vi; andVss, have such clear physical meaning
(EVB) model. Recently, the efficiency of the EVB model has that they are the energies of the related resonance forms.
been examined by Chang and Miflerwho improved the  According to Warshel? we can assume the analytical forms
analytical form of the exchange matrix element and found that of v;, and Vs, rather simply by making use of appropriate

gas-phaseab initio MO surfaces can be reproduced with high molecular mechanical potentials. We have actually employed
accuracy. The EVB method uses the valence bond ¥/B) the AMBER potential functioff as follows

concept with respect to iontecovalent resonance to obtain the

Hamiltonian for an isolated reactive molecule and then evaluatesvkk = 2 K.(r — req)2 + Ky(0 — 090)2 +

the Hamiltonian for the reaction in solution by adding the bonds angles

calculated solvation energies to the diagonal matrix elements Ky A By G

of the ionic resonance forni8. In the present work, we will Z’ —[1 + cosfp — y)] + Z —+t—+—|+
apply the EVB method to the intramolecular proton transfer diiedrals = r%z rg i
reaction of glycine in aqueous solution and construct a reactive D. E.

potential energy function that describes the potential energy o k=1,2) (2.7)
surface of the reaction globally. H_Z 12 10 ' '

onds|\r:: I
The present paper is organized as follows. After introducing ! !

the EVB and MD methods and the free energy perturbation \herer, 6, ¢, andr; are bond lengths, bond angles, dihedral
theory?®*in section I, we will show in section Ill to what  angles, and interparticle separations betweenitiheand jth
extent the potential energy function is fitted to thk initio atoms, respectively, andg, feq Ki, Ko, Ky, 7, A, By, Cjj, Dj,
function reproduces the interaction of glycine with surroundings, the AMBER parameters themselves in order to make the
i.e., water molecules, by means of MD simulation and the free fynction simpler, the parameters were fitted to dbeinitio data
energy perturbation theory, we will present the averages of the ynder the following conditionsn = 1, andy, Djj, andE; equal
interaction energy and the free energy changes for the presentg zero. From physical intuition, it is easy to understand that
reaction along the intrinsic reaction coordinate (IRC). Finally, tne following additional conditions must be fulfilleds; >0,

the main results are summarized in section IV. Ko > 0, andA; > 0.
The most crucial part of the EVB model is the exchange
II. Methodology matrix elemenv/;,, for it is ambiguous how its form should be
A. EVB Method. Let us consider the intramolecular proton  ¢hosen. Warshel has approximated it by an exponential form
transfer reaction of glycine in the gas phase such as and fitted the parameters to experimental results on both the

gas-phase potential energy surface and the free energy surfact
in solution, while Chang and Miller (CM} have recently
improved the analytical form for the square of the exchange

H
. /c\ 49 H N/C\ ° matrix element (SEME), i.eVi,, as follows

H

i

S

N ¢ —  Halk c @.1) 1
“\ |i \ V2, = A-exp(BTAq — 2AqCAq 2.8)
o} 0 2
H
A NF so thatab initio surfaces can be reproduced with high accuracy.

In eq 2.8,Aq = q — go, whereq andqo denote any geometry
In the language of the VB theoPf§the potential energy surface  and the reference geometry, i.e., for instance, the TS structure,
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solutenth water A:jm(k)

+
R

B:jnt(k) C:_nt(k)

)

AEDY k=1,2)

(2.10)

whereR; is the distance between tite atom on the solute and
the jth atom on thenth water molecule, an&™®, B['®, and
C}j”t(k) are disposable parameters. From a physical point of
view, we have postulated thaf"® > 0.

Finally, we have employed the TIP4P motéPfor solvent-
solvent interaction potentidVss where S denotes “solvent”,
because the model has a simple analytic form and gives
reasonable structural and thermodynamic descriptions of liquid
water. Therefore, the total potential functidiy, of glycine—
water system is as follows:

Vt

= Vps + Vs (2.11)

ol

B. Sample Points and Optimization Procedure. To

Figure 1. SEMEs by the CM’s method (plus) and the present procedure optimize the above mentioned disposable paramedéritio
(open square) and their corresponding quantum mechanically calculatedgcE MO calculations have been performed at the HF/6G1

values (open diamond). The abscissa is the IRC.

respectively, in terms of internal coordinates. Furtherméare,

B, and C are a disposable constant, vector, and matrix,

respectively. According to CM! A, B, and C should be

determined so that the potential function should reproduce the

ab initio potential with respect to not only the value of potential
energy but also the force vector and Hessian matrix aatan
initio TS. The SEME determined by the CM’s method can
reproduce the correspondiaf initio MO values in the vicinity

of the glycine TS very well. However, in the region remote
from the TS, it deviates from thab initio data very largely
(see Figure 1). Therefore, it has been fitted with respeét to
B, and C, using all sample points in order to describe the
potential surface not only in the vicinity of the TS but also at
various points in the neighborhood along the IRMGecause
the IRC should play a central role in chemical reaction
ergodography’

So far, we have discussed the reaction in gas phase. Next,

level of theory, using the GAUSSIAN92 progrdth. The
relatively small basis set has been employed because the
calculations of electronic energies and forces are necessary a
SO many points, i.e., 5250 points (97 points a4, 97 points
for Vs, 2236 points forvZ,, a couple of 1410 points for"
andV4"), and the extremely small barrier height of 0.563 kcal/
mol should be considered in good agreement with such results
that there is no minimum corresponding to the ZW in the gas
phasé® for some larger basis sets than 6+33* and the post-
SCF MO theory.
For thediabatic potential functions i and Vx,, correspond-
ing to two minima, i.e., the reactant and product, respectively,
we have sampled 48 [24 (the degrees of freeden®)] points
along the displacement vectors of the normal coordinates to the
extent of 0.298 kcal/molfksT/2 (T = 300 K)] and 48 points
to the extent of 0.596 kcal/moHksT (T = 300 K)], i.e., totally
97 points [48x 2+ 1 (minimum geometry)], at each minimum.
For the SEMEVA,, the energies have been calculated at

let us consider to include the solvent, i.e., water molecules, Various points in the neighborhood along the IRCThat is,

which surrounds the reactive solute: glycine. The EVB method We chose 22 points on the IRC at regular intervals, including
can also evaluate the Hamiltonian for the reaction in solution the reactant, TS, and product geometries. Further, for a simple
by adding the solutesolvent interaction energies to the diagonal but effective method that enables us to sample geometrical points
matrix element8® Solving the lower root of the % 2 secular ~ for ab initio energy calculations at each point on the IRC, we

equation similarly, we can obtain the potential energy surface have utilized the normal mode vectttperpendicular to the
of glycine which contains the interaction energy as follows  IRC. These vectors are obtained at each point on the IRC by

diagonalizing the projected force constant matrix that does not
1 int int include those degrees of freedom for the IRC, overall translation,
VRSQ(V11+\/|1 Vo T V) — and rotation. We have sampled 462§ (the degrees of
= > freedom)— 1 (the degree of freedom of IRE)x 2] points
(Vn TV =V, -V, V2 (2.9 along the normal mode vectors to the extent of 0.298 kcal/mol
2 12 (2.9) [=kgT/2 (T = 300 K)] and 46 points to the extent of 0.596
_ _ kcal/mol [=kgT (T = 300 K)] at each point on the IRC, i.e.,
whereV" and V" are the interaction energy between the ZW 2236 points in total [22x 46 x 2 + 22 (at each point on the
and water, and that between the NF and water, respectively,IRC) + 190 (along the IRC)?® . .
and R and S denote “reactant” and “solvent”, respectively.  For the interaction potential energy functiow$' and Vy",
Although so many analytical forms of the interaction energy we have generated 1400 geometries by random deployment of
have been investigatéd!%2338in order to apply them to our  positional and orientational coordinates of a water molecule
system, they must necessarily contain the Coulomb potentialwithin 7.5 A of the center of mass of the ZW and NF,
term, because the ZW consists of positively charged amino andrespectively?~10.23.35 Furthermore, we have obtained each 10
negatively charged carboxyl groups and has a very large dipoleoptimized geometries with respect to the relative distance and

moment (10.80 D at HF/6-31G*). Therefore, we have
employed the following form that Clementi et &% have

orientation between glycine (ZW or NF) and water. Namely,
two sets of sample points for the ZW and NF consist of 1410

developed, so as to make the function as simple as possible, points, each.
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TABLE 1: Optimized Parameters for the AMBER Potential Functions (Eq 2.7)

W NF

K; leq K K leg Kg
1-2 0.388 1.762 1-2-34 0.104 1-2 0.524 1.460 1-2-3-4 0.034
1-6 0.370 0.985 1-2-3-5 0.163 1-7 0.664 0.997 1-2-3-5 —0.004
1-7 0.734 1.017 3-2-1-6 0.220 1-8 0.664 0.997 2-3-5-6 0.074
1-8 0.734 1.017 3-2-1-7 0.006 2-3 0.416 1.595 3-2-1-7 —0.007
2-3 0.293 1.854 3-2-1-8 0.005 2-9 0.631 1.094 3-2-1-8 —0.007
2-9 0.658 1.079 4-3-2-9 —0.019 2-10 0.631 1.094 4-3-5-6 0.046
2-10 0.658 1.079 4-3-2-10 —0.019 3-4 1.705 1.187 4-3-2-9 —0.019
3-4 1.402 1.256 5-3-2-9 —0.006 3-5 0.707 1.359 4-3-2-10 —0.019
3-5 0.817 1.247 5-3-2-10 —0.006 5-6 0.976 0.950 5-3-2-9 —-0.014

Ko Ocd 6-1-2-9 —0.038 Ko Oeq 5-3-2-10 —0.014
1-2-3 0.399 2.277 6-1-2-10 —0.038 1-2-3 0.107 2.256 7-1-2-9 0.013
1-2-9 0.092 1.689 7-1-2-9 —0.007 1-2-9 0.069 2.009 7-1-2-10 0.013
1-2-10 0.092 1.689 7-1-2-10 0.011 1-2-10 0.069 2.009 8-1-2-9 0.013
2-1-6 0.085 2.831 8-1-2-9 0.011 2-1-7 0.090 1.944 8-1-2-10 0.013
2-1-7 0.096 1.934 8-1-2-10 —0.008 2-1-8 0.090 1.944
2-1-8 0.096 1.934 2-3-4 0.137 2.551
2-3-4 0.101 2.830 2-3-5 0.128 2.890
2-3-5 0.096 3.499 3-2-9 0.096 1.935
3-2-9 0.090 1.775 3-2-10 0.096 1.935
3-2-10 0.090 1.773 3-5-6 0.106 2.198
4-3-5 0.167 2.791 4-3-5 0.122 2.625
6-1-7 0.068 1.868 7-1-8 0.082 1.833
6-1-8 0.068 1.869 9-2-10 0.064 1.830
7-1-8 0.072 1.750 A B C
9-2-10 0.067 1.583 1-6 2.6¥ 107° 0.492 —0.272

A B C 4-7 2.00x 1078 —54.701 0.227
4-6 1.96x 1077 16.628 —1.698 4-8 6.63< 104 —54.701 0.227
4-7 2.82x 1072 —29.389 0.071 5-7 6.94 10°° 16.910 —0.243
4-8 1.47x 107t —29.826 0.080 5-8 3.23 10 16.910 —0.243
5-6 1.55x 10714 0.115 —0.253 6-7 5.64x 1076 —1.013 0.077
5-7 6.74x 1077 17.864 —-0.573 6-8 2.5% 1077 —-1.013 0.077
5-6 1.34x 10°® 17.737 —0.568 6-9 1.1% 10°© 1.733 —0.209

6-10 3.29x 1076 1.733 —0.209

3K, leg Ko, Oeq Ky, A, B, andC are given in units of hartree?AA, hartree/rag) radian, hartree, hartreeAhartree &, and hartree A, respectively.
b The serial numbers 1, 2, 3, 4, and 5 correspond to a nitrageaybon, carbonyl carbon, carbonyl oxygen, and carbonyl oxygen atom accepting
a transferring hydrogen atom, respectively. Further, 6, 7, and 8 denote hydrogen atoms connected with the nitrogen atom. 6 corresponds
transferring hydrogen atom. 9 and 10 correspond to hydrogen atoms connected witbat®on atom.

Using the above conditions and the sample points, we havegeometryq;i, N1, is the number of total sample points, and
determined the disposable parameters by minimizing the sum

of squares of the deviations?, AZ, and A"

1 M

Aﬁk = AEkZ + AEkz = ﬁ z [Vida) — Ek(qi)]2 +
K 1

V.

(@) — F(@)

2
k=12) (2.12)

AL?

Nk JZkk

where E(q;) is the total electronic energy at thth sample
geometryq;, Nk is the number of total sample pointAL is a

weighting parameter for force, ari(q;) is the force vector at
theith sample geometry,

_E

N1z

1
A= 3 IViAa) — (B(@) — Vau(a)) (B(@) -
12

V22(Qi))]2 (2.13a)

Ni2
~ N_ Z [(E(a) — Viu(a))-(E(g) — V22(Qi))]2 x [In Viz(Qi)
12 T

— In{(E(c;) — Vaa(a))-(E(@) — V22(qi))}]2 (2.13b)

where E(q;) is the total electronic energy at thth sample

Nijpt
A =—% [VK'@:R) - @RI (2.14)
i
where E'k'“(qi,Ri) is the interaction energy at théh sample
geometry andNy" is the number of total sample points.

Finally, AL was determined to be 0.05 A @, is of the
same order ofA},. Further, in order to linearize the least-
squares problem, we have used eq 2.13b. We have used
modified LevenbergMarquardt methot in order to solve the
nonlinear least squares minimization problems. The optimized
parameters in these functions are available from the authors. In
particular, the values of the parameters corresponding to eq 2.7
are shown in Table 1.

C. MD Simulation. Integration of the equation of motion
was performed with the velocity Verlet methétiusing the
RATTLE algorithnf® in order to constrain the internal coordi-
nates for both water and glycine. The number of molecules in
the simulation cube with one side length of 18.6 A was 1 glycine
and 213 water molecules. The mass density was set to be 0.997
g/c®, which corresponds to that of glycirgvater solution
(0.46 mol %= 1.9 wt %) at 300 K. We have calculated not
only the solvent-solvent long-range Coulomb interaction but
also the solutesolvent one using the Ewald sum technitfue
as follows
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& ZiZj -erfc(assrﬁ‘)

Vel o= (2.15)
sS 8rell ri’j*
2 expa*h?lady
(S} S
Ve = [{ Z cos(h-ri)}?+
8r%e, L = h? .
{Z Zsin(2th-r*)}? (2.16)
I
2
A€
Ve@g= — >z (2.17)
47[3/260L I
for the solvent-solvent and
) _ R s ZMZ. erfc(aRSr
Vi 2.18
“ drell Z JZ (2-18)

2 242 2
e _ e exp—nhiagy)
k

X

APe | 1= h?

R s
[> Z¥ cos(2rh-r¥) > Zcos(2th-rf) +
] J

R S
> 7Y sin(2rh-r¥) Y Zsin(2th-ry)] (2.19)
[ ]

for the ZW-solventk = 1) and NF-solvent{ = 2), respectively,
wheree, €, Z;, andZ are the elementary electric charge, the
dielectric constant for vacuum, and the charges ofithend
jth atoms, respectivelyri denotes such a scaled position as
ri/L wherer; andL are the position of théth atom and the
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Figure 2. SEME calculated by the optimized parameters and its
corresponding quantum mechanically calculated values at all sample
points.

eq 2.20 will be slow. As shown below, choosifg larger
than 0.01 ami? ay and less than 0.10 aHé & was not
problematic in the present calculations.

lll. Results and Discussion

A. The Potential Function Fitting. According to the
procedures shown in section Il, we have determined the
disposable parameters. In Figure 1, the fitted SEMEs by the
CM’s and our procedures are shown with its quantum mechani-
cally calculated values along the IRC. The abscissa indicates
the IRC: the origin corresponds to the TS in the gas phase, the
negative side corresponds to the ZW, and the positive side to

length of one side of the box, respectively. The reciprocal vector the NF. Around the TS, the CM's SEME reproduces the

h is defined asl, hy, h;), wherehy, hy, andh, are integers.
The summations were truncateddt= 17, and then, we have
chosen 2.5 and 4.0 faxss and ars, respectively. In order to

quantum mechanical values very well, while there are small
differences between theirs and ours. However, in the course
of the reaction, the CM’s SEME deviates from thb initio

make the force calculations manageable, we have employed thedata very largely, and it is found that our procedure has

potential truncation techniqti&for the Lennard-Jones potential
terms of both solventsolvent and solutesolvent interaction
energies, owing to the fast falling off of the corresponding

improved quite well the values of the SEME. Figure 2 shows
the correlation between the fitted SEME andaitsinitio values
with respect to all sample points. It is found that the fitted

forces. L/2 was chosen as the cutoff distance, because the forcesSEME reproduces thab initio values not only along the IRC
for the Lennard-Jones potential terms were found to be almostbut also at all sample points. The standard deviatiafis

zero at this distance. Equilibrium MD calculations of-120

AT, AS, AL, A and Al are 1.14x 1074, 6.99x 1074, 1.07

ps were performed, after 15 ps cooling and equilibration runs x 1074, 6.09 x 1074, 4. 77 x 1074, and 4.48x 104 hartree,
with a time step of 0.5 fs. No temperature control algorithm respectively. For the standard deviation of the SEMz, we

was used to obtain the temperature range 36296 K.
D. Free Energy Perturbation Theory. MD calculations

have obtained the value of 1.30 104 hartreé.
For investigation of the quality of the fitted potential function,

were performed to obtain the free energy surface on which the we have plotted the values dk in eq 2.3 vs those by thab
intramolecular proton transfer reaction of glycine proceeds. The initio method along the IRC in Figure 3 and found that the fitted

free energy perturbation thedfy3® provided the free energy
change as the IRC, s, was varied in incremeAs (i = 1, ...,
27) froms = —0.388 tos = 1.50 ami/2 ay. Specifically, the
free energy change for movirggto s+1 = s + As is given by
eq 2.20 as follows

G, —G=

—kg T IN[@XP[={ Vrs(S+1) — Vrs(S)}HE (2.20)

wheref = 1/kgT, Vre(S+1) — Vrg(S) is the energy difference
between the systems with;; ands, and the average is based
on sampling fois. Naturally, if the references, and perturbed,

potential function reproduces the potential energy profile along
the IRC. In particular, although the barrier height of the reaction
in the gas phase due to thb initio method is extremely small
(8.97 x 1074 hartree= 0.563kcal/mol), the fitted function
reproduces satisfactorily the barrier height. In Figure 4, the
correlation between the values of the fitted potential function
and the correspondirap initio values with respect to all sample
points is shown. Itis found that the values of the fitted function
are in good agreement with initio values not only along the
IRC but also in the vicinity of the IRC; i.e., the standard
deviation is 7.40x 10~ hartree (0.464 kcal/mol).

B. Interaction Energy between Glycine and Water

S+1, Systems are too disparate, convergence of the average irMolecules. We have shown how well the potential functions,
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Figure 3. Potential energies calculated by the optimized potential Figure 5. Averages of the interaction energies along the IR%Z —
function Vr (plus) and their corresponding quantum mechanically Vzd{(solid curve with error bars)Vr[(dashed curve), ant/zs(dotted
calculated values (open diamond). The abscissa is the IRC. curve).

-282.72 . : :

o exactly, we should calculate the free energy surface by the free
_ energy perturbation theory, as shown later.
28274 |- i Clementiet al8~1° obtained the corresponding interaction
A energies of 99.14- 1.19 and 12.78t 0.19 kcal/mol by MC
¢ simulations using different glycirewater interaction potentials
-282.76 - M . and water-water potential functions. Both theirs and the present
result predict the ZW to be much more stable than NF.
) However, there are appreciable quantitative differences. They
-282.78 |- ’ - may be attributed to (1) the difference of the glyciveater
interaction potential functions, (2) the watexater interaction
potential functions, or (3) the averaging methods. With respect
- to the analytical form of the glycirewater interaction potential
function, both are the same. However, the basi& $&tised
to calculate the interaction energies is different from ours (6-
T 31+G*), and the standard deviation of the interaction energies
is 0.60 kcal/mol in comparison to 0.30 kcal/mol for ours.
Therefore, our function should be in better agreement with the
ose  oevss 228 o278 osa7e  2so7e  amare ab initio data than theirs. However, it does not necessarily mean
Energy (ab initio} [nartree] that our function reproduces the average of the interaction energy
Figure 4. Energy correlation between the optimized potential function better than theirs.
Vr and its correspondingb initio calculation. With respect to the watetwater potential, they used the
especially, the SEME andgy are fitted to theab initio data. ~ Matsuoka-Clementi-Yoshimine (MCY) potential functior?
However, to what extent the interaction potential functions According to Neumanf the static dielectric constant of the
reproduce thab initio data has not been shown, except for the TIP4P-water isep = 53 at 293 K, while that of the MCY model
standard deviations, i.eA™ and A™. For an examination of IS €0 = 34 at 292 K. Owing to it, we can apparently guess that
the quality of the fitted interaction potential functions, let us the TIP4P-water should interact with the ZW stronger than

estimate the average of the interaction energy along the IRCthe MCY—water. However, this conflicts with both our result

Energy (fitted) [hartree)

-282.8

-282.82

-282

by carrying out MD simulations. In Figure B/g — Vrg] VR and theirs. If the guess is true, we should consider that the
and [Vr4J which denote the averages Wk — Vrs Vi, and difference in those watetwater poten_t|al functions has I|t_tle
Vs, respectively, are shown along the IRGVg — Vralat the effect on the averages of the interaction energy, but that in the
ZW and NF are 66.83 13.28 and 23.11 9.32 kcal/mol, glycine—water interaction potentials mainly contributes to them.

respectively. This means that the ZW is much more stable than With respect to the averaging methods, in order to calculate
the NF in aqueous solution. Furthermore, there seems a moundhe average of the interaction energy, we have employed the
in the energy profile ofVrsOwith a barrier height 0f-30 kcal/ MD method with 4x 10* time steps, while they have used the
mol ats ~0.6 amd2 a5. The monotonous decrease @k — MC method with 18 MC steps®~1° Our standard deviation of
Vrsand the stability increase of the solute in the course of the the interaction energy is larger than theirs due to the difference
reaction are compensated by each other, and the offset result$n the numbers of MD and MC steps. Taking this into account,
in the barrier around the point. It may also suggest that the TS it seems that there are still appreciable discrepancies.

on the free energy surface is located around the point, if the According to the above discussion, the differences of the
entropy contribution to the free energy of activation is small. water-water interaction potential functions and the averaging
To determine the location of the TS on the free energy surface methods do not influence the averages of the interaction energy
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IRC, it was shown that the function can reproduce satisfactorily
the Born-Oppenheimer adiabatic surface.

For an examination of the quality of the fitted interaction
potential function, we calculated along the IRC the average of
the glycine-water interaction energy in the intramolecular
proton transfer reaction and obtained 66.83 and 23.11 kcal/mol
for the interaction energies at the ZW and NF, respectively.
Our result predicts the ZW to be much more stable than the
NF, which is consistent with that of Clemermti al.

For the purpose to confirm that our potential function can
reproduce the thermodynamic quantities, we presented the free
energy change along the IRC, by using the free energy
perturbation theory. It was found that the TS on the free energy
surface corresponds clearly to the geometry 2t0.66 amd/2
a on the IRC of the gas phase. The free energy difference
between ZW and NF is 8.46 1.45 kcal/mol and the free energy
of activation is 16.85t 1.36 kcal/mol, which are both in good
agreement with the experimental values, respectively. We
conclude that our fitted potential function can reproduce not
only the internal energy of glycine but also the interaction with
water, the free energy difference of the reaction, and then the
free energy of activation.

By utilizing the present potential function, we can first
very much, but that of the glycirevater interaction potentials ~ understand the origin of the barrier in agqueous solution by
does. Since our interaction potentials at the ZW and NF have estimating the temperature dependence of the free energy of
the same forms as those which Clemasital. have developed activation and the solvation structure difference of glycine at
(V2, is approximately equal to zero at the ZW and NF), it can the TS and the minima (ZW and NF). Second, carrying out
be concluded that the inconsistency are due to difference MD simulations including the internal degrees of freedom of
between their and our basis sets. glycine, we can estimate how far from equilibrium the non-

C. Free Energy Change. In order to confirm whether our ~ €quilibrium distribution of the solvents is and to what extent
function could describe statistical and thermodynamic quantities the distribution influences the rate constant. These studies will
well or not, a comparison should be made between calculatedP® carried out in the near futuf.
and experimental values. However, experimental values cor- L
responding to the interaction energy do not exist. Therefore, _Acknowledgment. The authors thank Professor Kenichi
on the assumption of equilibrium solvation, we have compared Fukui for his helpful advice and discussion. They also thank
both the free energy change of the reaction and the free energyP!- Y- Okuno for stimulating and fruitful discussion. The
of activation with the experimental values. In Figure 6, free numerical calculations were carried out by using the NEC SX-4
energy changes along the IRC are shown. It is found that the at the Instltute for Fundamer}tal Chemlstry and computers at
TS on the free energy curve approximately corresponds to thethe Instltute_ for _Molecula_lr Science. This work was s_u_pported
geometry ats ~ 0.66 amid#2 & in the IRC of the gas phase, by a G_rant-ln-A|d for Science Res_earch from the_Mlnls_,try of
which is clearly consistent with the location of the mound in Education, Science, and Culture in Japan, and financially by
[Vrsd The free energy difference between the ZW and NF is the Researph for thg Future P.rogram of the Japan Society for
8.46+ 1.45 kcal/mol and the free energy of activation is 16.85 the Promotion of Science (Project No. JSPS-RFTF96P00206).
=+ 1.36 kcal/mol from the ZW side. Because the corresponding
experimental values are 7.27 and 14.36 kcal/mol, respectiely,
the present results are found to be in good agreement with them. (1) Schuster, P.; Wolschann, P.; Tortschanoff, K. Dynamics of proton
It means that our fitted potential function can describe very well transfer in solution. IlChemical relaxation in molecular biologfecht, 1.,
not only the internal energy of glycine but also the interaction R'gl(ezr)' %6525(‘)';] S'gnr}g.erg/oeréag& El%lr'”ér';:ce'gi:gﬁ:g’tf%?'e a4 Alvn
with water, the free energy difference of the reaction, and then 44 Bacon, Inc.:’ Boston, ,\XA: 1983, g v AV
the free energy of activation. If the equilibrium solvation is (3) Tse, Y.-C.; Newton, M. D.; Vishveshwara, S.; Pople, JJAAM.
not realized, our results cannot be directly compared with the Chem. Soc197§ 100, 4329.
experimental ones. However, the agreement with them should , (4 Ding, ¥.; Krogh-Jespersen, iChem. Phys. Let1992 199, 261;
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